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Abstract: Artificial intelligence has made lots of achievements in the field of substation condition 
monitoring. However, in real world, due to the serious environment and small volume of data, the 
monitoring accuracy and the stability are poor. Therefore, a new method based on pruning YOLOv5 
and spatial multiscale data augmentation (PYSMDA) is proposed for the substation condition 
monitoring. Firstly, an improved multiscale data augmentation method is proposed. According to 
different distribution, the spatial multiscale convolution is generated and used to enhance the defect 
image so that it increases the scale of data and the diversity of image data. The improved spatial 
multiscale data augmentation method weakens the interference of the varying environment on the 
recognition accuracy, and improves the defect detection accuracy. Then, the YOLOv5 is applied to 
train the multi-scale image data. For reducing the effect of the YOLOv5 large-scale parameters on 
the stability of the model, the model pruning method is utilized to shrink the structure parameters to 
improve the defect identification accuracy. The effectiveness of the proposed method is evaluated 
on the substation defect images. Experimental results indicate that the proposed method is 
well-performance for substation condition monitoring. 

1. Introduction 
Electric power is the key to ensure the normal operation of life, industry and other fields. The 

substation is the critical pole to realize power transmission in the power grid system. Due to serious 
working condition, there are many kinds of defects on substation equipment. Therefore, the manual 
condition monitoring method cannot adapt the rapid development of the power industry with long 
detection cycle and low detection accuracy[1]. With the development of artificial intelligence, new 
patrol inspection mode is developing more and more rapidly. 

In recent years, several advanced monitoring devices are developed for substation condition 
monitoring, such as unmanned aerial vehicle (UAV)[2], infrared device[3], and so on. High-tech 
equipment promotes the development of remote analysis and defect recognition of data images, 
which needs the help of image recognition technology[4]. Ceron et al.[5] used Canny operator and 
direction adjustable filter to detect transmission lines. Khalayli et al.[6] extracted the edge features 
of insulators with gray matrix, classified the features with classifier, and detected the surface 
hydrophobicity of insulators. However, the above-mentioned methods need more advanced image 
processing technology to realize the extraction of defect features, and the applicability of the 
method is poor. 

Image recognition based on deep learning technology has made a lot of breakthroughs. Deep 
learning can extract information with good performance from massive image data and automatically 
extract useful feature. Common deep learning methods include auto encoder (AE)[7], restricted 
Boltzmann machine (RBM)[8], convolutional neural network (CNN)[9], and so on. With the help of 
the characteristic advantages of CNN, the target detection method based on CNN is more and more 
popular[10]. Sermanet et al.[11] unified the classification and positioning tasks into a convolutional 
neural network through the Over Feat method, and used the multi-scale sliding window to detect 
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each pixel position. Szegedy et al.[12] proposed the deep convolution neural network framework 
concept, and built a Googlenet model based on it. This model can increase the utilization rate of 
network parameters effectively. 

With the continuous evolution of deep learning, object detection has made rapid progress. So 
many neural network models with good performance have emerged. The representative object 
detection algorithm includes two-stage network: R-CNN series[13], and one-stage network: Yolo 
series[14]. Dong et al.[15] proposed an improved lightweight YOLOv5 method for vehicle 
detection. They utilized C3Ghost and Ghost modules to reduce the floating-point operations 
(FLOPs). The experimental results indicated the progressiveness of the proposed method. 

Although the deep learning method has good effects in the field of target detection, there are few 
studies in the field of substation condition monitoring. Therefore, it is promising to study the 
application of deep learning in substation condition monitoring. In the actual scene of substation 
defect detection, there are two main problems: (1) The shooting environment will change with the 
operation of the shooting tool, and this change of environment will affect the quality of the picture, 
thus affecting the accuracy of defect identification; (2) Because the field equipment usually does not 
have defects, the amount of data that can be captured in the defect fault image is very small, which 
leads to the model cannot complete the training completely, thus reducing the accuracy of defect 
recognition. Aiming at the above problems, a new method combining YOLOv5 pruning and spatial 
multiscale data enhancement is proposed to complete the substation equipment defect identification 
task. First, a spatial multiscale data enhancement method is proposed. This method uses different 
distributed initialization parameters to design convolution kernel, extract different spatial multiscale 
features from data. By applying spatial convolution, different distribution tricks are enhanced to 
improve the richness of data. Then, the model parameters are updated by YOLOv5 using the 
substation equipment defect images, and the model is shrunken by the model pruning method to 
obtain a simplified model. 

The main contributions in this paper are summarized as follows. 
(1) A novel method based on pruning YOLOv5 and spatial multiscale data augmentation is 

proposed for substation patrol inspection. In real application, the proposed detection method can get 
rid of harsh working environments and has adaptive capacity. 

(2) A spatial multiscale data augmentation method is proposed for increasing data richness. A 
variety of different distribution methods are used to generate convolution kernel initialization 
weight parameters, and a variety of convolution kernels are generated by combining different-scale 
convolution kernels. In addition, spatial mechanism is adopted to rich the kinds of the convolution 
kernels. Therefore, the diversity of features is improved by extracting features through diversified 
convolution kernels. 

(3) The pruning of the model is determined according to the weight distribution of the feature 
map, and the channels at the edge of the weight distribution are removed, so as to retain the 
channels with obvious feature extraction effect. The weight is used to measure the function of the 
channel, which can cut the channel more accurately and improve the efficiency of the model 
pruning. 

The rest of this paper is arranged as follows. The related works about YOLOv5 applied in object 
detection in Section 2. In Section 3, the PYSMDA are described. The experimental results are 
displayed in figures and tables in Section 4. And in Section 5, the conclusions are drawn from 
experimental results. 

2. Related Work 
YOLO uses a single CNN model to complete the target detection task, which is divided into 

single-stage target detection algorithm. The updated version of YOLOv5 is adopted in this paper. It 
can be divided into four models, namely, YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5x. The 
performance of these models is researched and obtained on the MS COCO test dataset as listed in 
Table 1. Due to the small amount of substation defect data, this paper uses YOLOv5s as the 
benchmark model. The structure of the YOLOv5s is shown in Fig. 1. 
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Table 1 the Comparison Performance of Different Models of Yolov5. 
Model Size(pixels) mAP(0.5) mAP(0.5:0.95) Params(Mb) FLOPs(G) 
YOLOv5s 640 x 640 55.2 36.4 7.2 16.7 
YOLOv5m 640 x 640 63.3 45.5 21.2 50.3 
YOLOv5l 640 x 640 65.9 47.2 46.3 114.4 
YOLOv5x 640 x 640 68.3 51.3 87.5 217.4 
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Fig.1 The Structure of the Yolov5s. 

YOLOv5 consists of Input part, Backbone part, Neck network and Predict output part. Among 
them, the input end realizes mosaic data enhancement, adaptive anchor box calculation and picture 
scaling. Backbone network contains focus structure, convolution structure, C3 structure, spatial 
pyramid pooling structure and other modules. The input data is divided into four parts by focus 
module, and each part is equivalent to two down sampling. After the four parts of data are cut along 
the channel dimension, a binary down sampling feature map is obtained through convolution 
operation. The convolution structure includes the basic convolution unit that is consisting of 
convolution operation, activation function, and batch normalization. The neck network plays the 
role of generating pyramid features. By generating feature maps of different scales, the target 
detection effect is enhanced. 

3. Proposed Method 
3.1 Improved Spatial Multiscale Data Augmentation 

Multiscale data augmentation is a classical data expansion method, which utilizes the 
commonality of the same type data. In general, multiscale data augmentation methods are adopted 
to mine more features from the raw data. According to the integrity of the raw data, multiscale 
features can be divided into local features and global features. Obviously, the global features are 
extracted from a whole visual angle of the data. And the local features are explored via a local 
visual field. With the help of CNN, the different size of the convolutional kernels can extract 
different scale features. The loss function is an accelerator for the convergence of the convolutional 
kernel. In the proposed method, however, the multiscale data augmentation method is only utilized 
as the data generator. Therefore, several different sizes of convolutional kernels are single on data 
generation due to the randomness of convolutional kernel initialization. In addition, spatial 
convolution is introduced to change the general convolutional structure, which helps to improve the 
feature learning capacity. A novel diversified spatial multiscale data augmentation is proposed to 
improve the richness of the generation data. 

Four initialization rules are designed for spatial convolution, including random initialization, 
gaussian initialization, wavelet transform and plus rule. The details are shown in Fig. 2. The random 
initialization is to set the parameters of convolutional kernel in range of {0,1}. 
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Gaussian initialization uses gaussian kernel function to generate initialization parameters with 
the length of convolutional kernel. The formula is defined as follows: 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑥𝑥) = 1

√2𝜋𝜋𝜎𝜎
exp �− (𝑥𝑥−𝜇𝜇)2

2𝜎𝜎2
�                         (1) 

where 𝜇𝜇 is the mean of random variable x, and 𝜎𝜎 is the standard deviation of x. 
The wavelet transform is adopted to initialize the parameters of the convolutional kernel. The 

initialization formula is defined as follows: 

𝑊𝑊𝑊𝑊(𝐺𝐺, 𝜏𝜏) = 1
√𝑎𝑎
∫ 𝑓𝑓(𝑡𝑡) ∗ 𝜑𝜑 �𝑡𝑡−𝜏𝜏

𝑎𝑎
� 𝑑𝑑𝑡𝑡∞

−∞                          (2) 
where a is the scale and 𝜏𝜏 is the translation. 
The plus rule applies plus operation to confuse above three initialization rules, and it is defined 

as follows: 
𝑝𝑝𝑝𝑝𝐺𝐺𝐺𝐺 = 𝑟𝑟𝐺𝐺𝐺𝐺𝑑𝑑𝑟𝑟𝑟𝑟 + 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 + 𝑊𝑊𝑊𝑊                         (3) 

...

 
Fig.2 The Different Initialization Rules of the Improved Multiscale Data Augmentation Method. 

3.2 Improved Pruning Yolov5 
The big parameter storage and strong computing capabilities are indispensable for the 

implementation of the YOLOv5. However, the edge devices of the industrial application are usually 
unable to meet the demand. In addition, data scale of the industrial scene is smaller than life scene, 
and the current mainstream neural network cannot perform well with small data. Therefore, it is 
useful to reduce the size of the model without excessive loss of identification accuracy. Common 
pruning ideas are mainly divided into uniform channel pruning, convolution channel pruning and 
automatic pruning. The latter two kinds of pruning are designed for complex network structure and 
difficult detection tasks. Therefore, in this paper, the uniform channel pruning is adopted. The aim 
of the uniform channel pruning is to trim the convolutional kernel of the fixed channel at a 
proportion. The proportion is usually set by experience without considering the importance of 
different feature maps. Therefore, in this paper, a new uniform channel pruning method based on 
weight distribution of feature maps is proposed, as shown in Fig. 3. 

A normal distribution is considered to constrain the proportion. It is defined as follows: 
𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟𝐺𝐺𝑝𝑝(𝑥𝑥) = 1

√2𝜋𝜋𝜎𝜎
exp �− (𝑥𝑥−𝜇𝜇)2

2𝜎𝜎2
�                         (4) 

3.3 Measurement Indicators 
In common, to estimate the performance of the different object detection methods, precision, 

recall, mAP0.5, mAP0.5:0.95, average detection processing time, model size, FLOPs and parameter 
amount are utilized as the indicators. 

Precision is calculated as follows: 
𝑃𝑃𝑟𝑟𝑃𝑃𝑃𝑃𝐺𝐺𝐺𝐺𝐺𝐺𝑟𝑟𝐺𝐺 = 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇
                                  (5) 

Recall is defined as follows: 
𝑅𝑅𝑃𝑃𝑃𝑃𝐺𝐺𝑝𝑝𝑝𝑝 = 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹
                                   (6) 

where TP is the positive instances correctly identified, FP denotes negative examples classified 
as positive instances, and FN is the positive samples that are incorrectly identified. 
𝐴𝐴𝑃𝑃 = ∫ 𝑃𝑃(𝑅𝑅)𝑑𝑑 𝑅𝑅1

0                                   (7) 
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𝑟𝑟𝐴𝐴𝑃𝑃 = ∑ 𝐴𝐴𝑇𝑇𝑖𝑖𝑁𝑁
𝑖𝑖=1
𝐹𝐹

                                   (8) 
where mAP0.5 refers to the average AP of all categories when intersection of union (IoU) is set 

to 0.5, and mAP0.5:0.95 refers to the average mAP at different IoU values. The range of IoU can be 
changed from 0.5 to 0.95 with a step size of 0.05. 

Given the prediction box D, its coverage area is defined as area (D). The truth box is G, and its 
coverage area is area (G). Then the IoU is defined as follows: 
𝐼𝐼𝑟𝑟𝐼𝐼 =  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝐷𝐷)∩𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝐺𝐺)

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝐷𝐷)∪𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝐺𝐺)
                               (9) 

where the IoU denotes the aliasing degree between the prediction frame and the truth frame, and 
is a metrics of the quality of the generated prediction frame. 

SORT Pruning

 
Fig.3 The Proposed Pruning Operation of Yolov5s. 

4. Results and Discussions 
4.1 Experimental Setting 

The experimental data includes the data collected from a substation and the data crawled by the 
network. The dataset includes five substation defects: fuzzy dial (f_d), damaged silica gel (dm_sg), 
insulator rupture (i_r), bird nest (b_n) and discolored silica gel (d_sg). The constructed substation 
condition monitoring dataset contains five categories of defect with a total of 7440 images. To train 
the model for substation condition monitoring, the dataset is divided into a training set, a validation 
set, and a testing set at a proportion of 8:1:1. Then, 5952 images are randomly selected as the 
training set, and the validation set and testing set are consisting of 744 images respectively. The 
dataset is shown in Fig. 4. 

During the training phase, the Adam algorithm is utilized. For consistency, the learning rate of 
the optimizer is set to 0.001, and the epochs is set to 200. 

 
Fig.4 The Dataset Obtained from Substation. 

4.2 Result Analysis 
The detection results of different defects are shown in Fig. 5. Compared Fig. 5(a-e), we can see 

that the detection result of the damaged silica gel is the worst of the five defects. For showing the 
result visually, the single-type AP of five defects obtained from the PYSMDA are displayed in Fig. 
6. From the result, we can see that the single-type AP of the discolored silica gel is the highest of 
the five defects with 98.54% and the detection result of the damaged silica gel is the worst with 
40.32%. The main reason is that the damaged silica gel presents different texture structures, which 
are usually confused by obvious color. In addition, the damaged silica gel are often made of 
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transparent glass, so it is difficult to distinguish crackles from other objects. As for the discolored 
silica gels, they are the same in the shape. And the changing colors of silica gels are distinguishable. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 
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Fig.5 The Detection Result of Different Defects. (a) Insulator Rupture (B) Bird Nest (C) Discolored 
Silica Gel (d) Damaged Silica Gel (e) Fuzzy Dial. 

 
Fig.6 The Single-Type Ap of Different Defects. 

Similarly, the single-type AP of the fuzzy dial is higher than the damaged dial. Because the fuzzy 
dial is only the color change in nature, but the damaged dial is changing in the structure. The 
changing structure increases identification difficulty and causes unsatisfactory results. 

4.3 Ablation Experiment 
In order to display the improved effect based on YOLOv5s, ablation experiments are 

implemented with four methods: YOLOv5s, pruning YOLOv5s, multiscale data augmentation + 
YOLOv5s and the proposed method. 

The implementation details of other methods are shown as follows. 
(1)YOLOv5s: In this method, images are input into the YOLOv5s without preprocessing stage. 

The learning rate is set to 0.001. 
(2)pruning YOLOv5s: The proposed model pruning method is used to modify the YOLOv5s. 

The learning rate is set to 0.001. 
(3) multiscale data augmentation + YOLOv5s: Compared with the proposed method, this method 

lacks pruning and improved multiscale data augmentation modules. The learning rate is set to 
0.001. 

The comparison results are shown in Table 2 and Fig.7. The results directly indicates that (1) The 
proposed pruning method can reduce the number of parameters and accelerate convergence of 
model with only a little loss at the accuracy. (2) The improved multiscale data augmentation shows 
nice performance, and the results proof the strong feature learning capacity of the improved 
multiscale data augmentation. 

 
Fig.7 The Comparison Results of Different Methods. 
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Table 2 the Comparison Measurement Indictors of Different Methods. 
Method mAP(0.5) mAP(0.5:0.95) Params(Mb) FLOPs(G) 
YOLOv5s 72.2 53.7 7.2 24.3 
Pruning YOLOv5s 71.4 52.5 6.4 22.5 
Multiscale Data Augmentation + YOLOv5s 81.2 60.4 7.4 23.3 
PYSMDA (ours) 83.5 62.3 6.7 22.4 

Compare YOLOv5s and pruning YOLOv5s, the proposed model pruning method reduces model 
size with the difference of 0.8Mb. Moreover, the mAP(0.5) only reduces 0.7%. Therefore, the 
pruning method is effective for model pruning. With the improved multiscale data augmentation 
method, the mAP(0.5) increases by about 10%. And the improved technique is more useful than 
common multiscale data augmentation method. The powerful abilities of feature learning of the 
improved multiscale data augmentation are verified on the substation defect detection. 

5. Conculsion 
In this paper, a new method named PYSMDA based on pruning YOLOv5 and spatial multiscale 

data augmentation is proposed for substation condition monitoring. Different data distribution rules 
are applied for generating diversified weights as the initialization of the spatial convolution. 
Combined different initialization with different scale kernel size, the feature maps extracted via 
convolutional kernel are so abundant that improving the identification accuracy of the proposed 
method. A model pruning method based on weight proportion of different feature maps is proposed 
for cutting parameters of the YOLOv5. Compared with simple and rude model pruning methods by 
reducing number of channels, the proposed pruning method implements parameters reduction 
reasonably. The effectiveness of the proposed method is verified on dataset collected from 
substation, and the results indicates that the PYSMDA is useful and valuable for substation 
condition monitoring in real application. 
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